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ABSTRACT: Dynamic protein—solvent interactions are fundamental for life
processes, but their investigation is still experimentally very demanding.
Molecular dynamics simulations up to hundreds of nanoseconds can bring to
light unexpected events even for extensively studied biomolecules. This paper
reports a combined computational/experimental approach that reveals the
reversible opening of two distinct fluctuating cavities in Saccharomyces cerevisiae
iso-1-cytochrome c. Both channels allow water access to the heme center. By
means of a mixed quantum mechanics/molecular dynamics (QM/MD)
theoretical approach, the perturbed matrix method (PMM), that allows to
reach long simulation times, changes in the reduction potential of the heme

Fe®*/Fe** couple induced by the opening of each cavity are calculated. Shifts of
the reduction potential upon changes in the hydration of the heme propionates are observed. These variations are relatively small
but significant and could therefore represent a tool developed by cytochrome c¢ for the solvent driven, fine-tuning of its redox

functionality.

B INTRODUCTION

Thermal fluctuations and concerted movements at the
molecular level in proteins are essential for fundamental
biological processes, such as protein folding, protein—protein
recognition, and electron transfer (ET).'~* Therefore, protein
dynamics are central to the accomplishment of crucial
physiological functions.”® It is now widely accepted that
proteins cycle over all the allowed higher energy forms,
undergoing constant unfolding and refolding processes;’
nevertheless, most experimental techniques are informative
only on the lowest free energy states, since these are highly
more populated and therefore dominate the response of the
biosystems under investigation. Proteins under native con-
ditions display a much larger structural heterogeneity than that
shown in a crystal structure;® therefore, investigations that allow
a large number of conformational states to be probed and
provide time-dependent structural information are essential for
a deeper understanding of the structure/function relation-
ships.*™'> From an experimental point of view, the dynamic
properties of proteins can usually be only indirectly inferred by
the measurements of physical observables carried out with
extremely sophisticated methods.® These techniques suffer
from low spatial or time resolution that make them scarcely
informative at the actual state of the art.®

-4 ACS Publications  © 2012 American Chemical Society

The coupling of experiments and simulation techniques,
providing dynamical information at the molecular level, would
be the most promising approach to connect structural changes
over time to functional properties of a biomolecule. Never-
theless, a reliable modeling of chemical reactions taking place in
a protein environment and, in general, in complex systems, is
one of the challenges of theoretical chemistry and biophy-
sics.""*~ The primary difficulty is represented by the need of
maintaining the electronic detail of the chemical reaction within
a configurationally complex atomistic environment. However,
an extensive sampling of atomic motion in combination with
high-level electronic-structure calculations is still challenging for
systems of the required size and complexity. Therefore,
simplifying assumptions and/or limited phase space sampling
characterize many of the commonly utilized theoretical
approaches (see ref 18 and references therein).

We recently developed a mixed quantum mechanics/
molecular dynamics (QM/MD) theoretical/computational
approach, based on the perturbed matrix method
(PMM)."*"?* This method allows for the calculation of
electronic properties in complex systems and is not limited in
the configurational sampling. Moreover, it does not involve
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empirical/adjustable parameters. A possible drawback of the
lack of adjustable parameters is that our methodology might be
less accurate than other methodologies in reproducing the
absolute values of the observable under investigation. The
underlying 2perspective of PMM, in line with all QM/MM
procedures,””* relies on the predefinition of the quantum
center (QC), i.e,, a portion of the system to be explicitly treated
at the electronic level, with the rest of the system described at a
classical atomistic level exerting an electrostatic perturbation on
the quantum-center electronic states. As the phase space
sampling is provided by classical MD, a statistically relevant
sampling of the quantum-center/environment configurations
can be achieved, which is necessary for a proper description of
functional properties in dynamical, complex systems, such as
ET processes in proteins, and is commonly not accessible to
other computational techniques.

Cytochrome ¢ (cyt c) is one of the most widely investigated
ET proteins. Englander and co-workers described cyt ¢ as
composed by concerted unfolding units, called “foldons”,
basically coincident with secondary structure elements (a-
helices and Q loops)* (see Figure 1). Recent experimental
studies®”** showed that foldon units undergo constant folding/
unfolding processes, even under native conditions, and
suggested that local unfolding could be one of the strategies
developed to control not only the folding behavior but the
overall biological activity of cyt ¢, namely its involvement in
apoptosis, the alkaline transition, and most interestingly its
redox activity. The peroxidase activity of cyt ¢ displayed during
apoptosis”®*’ was suggested to be related to the formation of a
channel in the protein globule allowing water molecules access
to the heme crevice.”® This hypothesis is in line with previous
computational investigations” predicting the opening of a
channel in cyt ¢ providing water access to the heme distal site.
Interestingly, water was recently assigned a major role also in
docking of cyt ¢ to biological partners®®*" and in mediating
interprotein ET coupling pathways.n‘33 As protein—solvent
interactions mostly rely on conformational fluctuations, a fully
reliable picture of cyt ¢ in action requires new dynamic
approaches which could add the time dimension to the
structure—function paradigm, with a particular focus on the
interplay between the solvent and the protein matrix and on the
effects of water on the functionality of the protein.**

Here, MD simulations of iso-1-cytochrome ¢ from
Saccharomyces cerevisiae were performed for hundreds of
nanoseconds, and use was made of the PMM method
mentioned above for the calculation of redox properties. In
the MD trajectories reversible opening of two cavities in the
protein surface was repeatedly observed, each facing one of the
heme propionates. Opening and closing of the cavities allow
transient water access into the protein matrix and provide direct
access of water molecules to the heme propionates.
Interestingly, the opening/closing events were found to be
related to the concerted movement of foldon units. The
existence of these solvent-exposed conformations, and the
transient opening of water-accessible cavities over time, could
have hardly been inferred by mere analysis of crystal structures
and currently available experimental data. By means of PMM
calculations on the MD trajectories we then determined the
reduction potential of cyt ¢ in water. The reliability of the
theoretical approach was tested by performing electrochemical
measurements on the same protein. Most notably, the PMM/
MD procedure was used to investigate the effects of the
transient access of water molecules to the propionates on the
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Figure 1. Solvent accessible cavities in cyt c. Top: The crystallographic
structure of yeast iso-1-cyt ¢ (pdb code: 1YCC)>® features a cluster of
three long a-helices, the N-terminal (residues 2—15), the C-terminal
(residues 87—102), and the 60s helix (residues 60—69) and three loop
regions, namely loops 1 (residues 21—-35), 2 (residues 36—59), and 3
(residues 70—8S). The 3 helices are grouped around one edge of the
heme ¢, which features the two propionates, namely propionate 6 and
7, as substituents of the tetrapyrrole ring. The cartoon representation
was created from the crystallographic structure (pdb code: 1YCC),*
and it is colored according to the collective folding units described by
Englander and co-workers.”** The image was produced with the VMD
software.®® (a,c) Representative structures of the closed (left) and
open (right) states of cavities A and B, respectively. (b,d) Extreme
configurations of the loops involved in opening of cavities A and B,
respectively, as obtained by projecting the corresponding C,
coordinates of each MD time frame onto the first essential eigenvector.

reduction potential of the protein, thus correlating the observed
dynamical—structural processes to changes in functional
properties and strengthening the hypothesis that the cooper-
ative € loops likely play a role in controlling the biological
redox functionality.

In what follows, the reversible opening of solvent accessible
channels along the MD trajectories will be described from a
structural point of view. We will then focus on the PMM-based
calculations of the redox properties of yeast cyt ¢ and on their
comparison with the experimental values. The last paragraphs
of the paper will describe how the functional properties of cyt ¢,
in particular its reduction potential, can be affected by the
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Figure 2. Characterization of the water channels in the reduced (left) and oxidized (right) cyt ¢ simulations. (a,a’) and (d,d’) Time evolution of the
distance between the C, atoms of residues 50 and 77 (cavity A, panels a and a’) and residues 31 and 43 (cavity B, panels d and d’) in the MD
simulations. The red line highlights the cutoff distance (0.62 and 0.65 nm for cavities A and B, respectively) that was chosen as a reference to discern
between closed and open conformations. (b,b") and (e,e’) Time evolution of the number of water molecules (Ny) inside cavity A (panels b and b’)
and cavity B (panels e and e’) in the MD simulations. (c,c’) and (£f') Normalized distributions of configurations with a given C,—C, distance
describing the opening of cavity A (panels ¢ and ¢’) and cavity B (panels f and ') calculated by using subpopulations with different numbers of water

molecules inside the cavity (0, 1, 2, 3 and >4).

presence of water molecules in proximity of the heme
propionates.

B RESULTS AND DISCUSSION

Structural Behavior of cyt ¢ in the MD Simulations.
The 200 ns long MD simulations of both reduced and oxidized
cyt ¢ were performed in aqueous solution (the crystallographic
structure of cyt ¢ is shown in Figure 1). To test the stability of
the simulations, a number of structural parameters were
monitored during the time course of each simulation [see
Table 1, Supporting Information (SI)]. Their average values
were comparable with those calculated from the crystal
structures, confirming the stability of the trajectories in time.
In particular, analysis of the percentage of helicity of each
residue showed that all a-helices are well conserved along the
simulations.

13672

Analysis of the Exposure of the Heme Center to the
Solvent. The heme center in cyt c is formed by a Fe-
protoporphyrin IX covalently attached to the protein matrix
through two thioether bonds. Two propionate groups act as
ring substituents at positions 6 and 7. Together with the iron
axial ligands, His18 and Met80, the heme center is usually
considered as the electron-donor/-acceptor group when the
problem of the path of the electron during the reduction
process is addressed.”’ ~*° Although the heme center is located
inside a hydrophobic pocket, a few ordered water molecules
were detected in the crystallographic structures obtained for
both iron oxidation states; one, located on the side of the heme
displaying the S(Met80)-Fe bond, is considered to be
catalytically important. Two more water molecules are located
close to the carboxylate group of the inner propionate,
(propionate-7), apparently far from the bulk solvent surround-
ing the protein matrix.

dx.doi.org/10.1021/ja3030356 | J. Am. Chem. Soc. 2012, 134, 13670—13678
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The solvent accessibility of the heme center in the
simulations was investigated. In both the reduced and oxidized
cyt ¢ simulations, the formation of two different channels in
contact with the bulk solvent could be identified (see Figure 1).
Each channel is defined by two groups of residues belonging to
loops placed on opposite sides and facing each other. One
channel is defined by residues 49—52 on one side and 76—79
on the other (cavity A) and provides direct access to the so-
called outer propionate (propionate-6). The other channel
(cavity B) is defined by residues 31—35 on one side and 41—43
on the other and allows solvent molecules to enter the protein
matrix pointing directly at the inner propionate-7 (see the
Methods Section for the determination of the involved
residues).

The reversible cavity opening/closing events were related to
protein motions by applying the principal component analysis
(PCA), or essential dynamics analysis, on the atomic positional
fluctuations*** of the residues defining each of the two cavities
(see Methods Section for the details). The principal motions
associated with the eigenvector with the highest eigenvalue
describe, for each cavity, opening/closing movements involving
collective motions of the backbone, rather than displacements
of single side chains or simple breaking/forming of a hydrogen
bond (see Figure 1). One of the most important features of
these motions is that they involve the relative displacement of
strands of amino acids belonging to € loops that were recently
proved to act as concerted subunits in folding/unfolding
processes:>> residues 49—52 and 76—79, that define cavity A,
belong to the so-called “nested subyellow” (N-yellow) and
“red” foldon, respectively.”®> The N-yellow foldon is also
involved in the opening/closing of cavity B (through residues
41—43), together with residues 31—3$ that belong to the so-
called “green” foldon.

The opening and closing of cavity A is well described by
plotting the time dependence of the distance between the C,
atoms of residues 50 and 77, lying on opposite sides of the
cavity mouth (Figure 2, panels a and a’). The channel is
considered open when the distance is higher than 0.62 nm.
Similarly, the behavior of cavity B can be investigated by
monitoring the distance between the C, atoms of residues 31
and 43 (Figure 2, panels d and d’), also sitting at opposites
sides of the mouth of the channel, which is considered open
when the distance between the two C, atoms is higher than
0.65 nm (the choice of the aforementioned cut-offs was based
on the analysis of the probability density; see Methods
Section). Opening/closing of the channels allows water
molecules to enter and leave the heme crevice, as illustrated
in Figure 2, panels b and b’ for cavity A and panels e and e’ for
cavity B, in which the time dependence of the number of water
molecules inside each cavity is shown for the reduced and
oxidized ensembles.

To quantify the correlation between the number of water
molecules entering each cavity and the opening/closing
motions, the MD structures were clustered according to the
number of water molecules residing in each cavity (0—3 and
>4), and for each cluster the distribution of the C,—C,
distance defining the opening of the channel was calculated.
The results are shown in Figure 2, panels ¢ and ¢’ for cavity A
and panels f and f’ for cavity B. In both cases, three or more
water molecules are present in the channel when the cavity is
open (ie, the corresponding C,—C, distance is >0.62—0.65
nm), while the complete absence of solvent molecules in the
channel almost invariably corresponds to a closed conformation

(ie, the corresponding C,—C, distance is <0.62—0.65 nm).
The cavity opening process appears, thus, to switch at 1-2
water molecules. It should be noted that there is a rather high
probability that one or two water molecules can be retained
inside the heme crevice when the cavity is closed. However, the
crowded environment, the averaging over water occupancy, and
the low temperature of the crystal structure prevent a direct
comparison with the X-ray data. In conclusion, for both cavities
A and B the opening of the channel is accompanied by the
access of water to the heme crevice in both the reduced and
oxidized ensembles.

Our findings concerning the formation of solvent accessible
channels in cyt ¢ are supported by hydrogen-exchange
experiments performed on cyt ¢ at equilibrium native
conditions, which revealed that € loops undergo transient,
reversible unfolding steps;*® the least stable and fastest
unfolding unit in cyt ¢ was identified as the segment spanning
residues 40—57, which was defined as the N-yellow foldon and
is involved in both cavities described in the present work.
Moreover, proteolysis studies on cyt ¢ showed that the N-
yellow loop region is the first to be cleaved by proteases™**
because of its higher propensity to transient unfolding. All these
data indicate that the N-yellow foldon is the most flexible and
prone to partial unfolding under native conditions. Further
evidence supporting the formation of the cavities identified
here arises from the analysis of the NMR-derived structures of
yeast iso-1-ferrocytochrome ¢,** which shows that the residues
involved in the formation of both cavities described here are
among those displaying the highest root-mean-square fluctua-
tion. The observation of transient opening of water-accessible
cavities is also supported by the recent discovery of the catalytic
activity displayed by cytochrome ¢ during apoptosis.”” In fact,
the release of proapoptotic factors was suggested to be related
to the formation of a water accessible channel in the protein
globule, facilitating the access of H,O, to the heme and thus
initiating the peroxidase activity.””*® Our findings are
consistent with this experimental evidence and further provide
insight at a molecular level on the possible mechanisms through
which hydrogen peroxide molecules have access to the heme
crevice.

Thermodynamic Properties of the Fe3*—Fe?* Process.
Cyclic voltammetry (CV) experiments were carried out to
determine the reduction potential E° for the Fe®*/Fe** process
of cyt ¢ in water at infinite dilution (see Methods Section). This
was done by measuring E° at decreasing ionic strength (I) from
electrochemical experiments carried out at varying concen-
trations of sodium perchlorate (a typical cyclic voltammogram
is reported in Figure 3). The intercept of the E° vs I plot yields
the reduction potential at null I (see the section Electro-
chemical Measurements of the SI for further details). E° was
found to linearly increase with decreasing ionic strength, as
observed previously for several metalloproteins and different
electrolytes.** ™ Such a dependence can be confidently
ascribed to the selective stabilization of one of the iron
oxidation states by the ionic atmosphere and can be
quantitatively described by the Debye—Hiickel model. Never-
theless, effects on E° due to changes in the water availability
induced by the decrease of ionic strength might also play a role
and could induce a shift in E° for cyt ¢ toward more positive
values.*”*® The experimental absolute reduction potential,
which is needed for the comparison with the calculated value
(see below), was obtained by adding a value of 4.420 V for the
hydrogen semireaction®" [which is that currently recommended
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Figure 3. Cyclic voltammogram for wild-type recombinant S. cerevisiae
iso-1-cytochrome ¢ on a 4-mercaptopyridine-modified gold electrode
in 2 mM phosphate buffer and 15 mM sodium perchlorate, pH 7. Scan
rate = 0.05 Vs™, T =298 K.

by IUPAC for the standard hydrogen electrode (SHE)]** to
the reduction potential vs SHE extrapolated at infinite dilution
(0.291 V vs SHE) yielding an absolute E° of 4.711 + 0.002 V.

The absolute reduction potential E® was computed in water
at zero ionic strength by averaging the values evaluated in the
reduced and oxidized MD-simulation ensembles (see Methods
Section). The time dependence of the difference between the
perturbed ground-state electronic energy of the reduced and
oxidized chemical states, Ag, evaluated in the two ensembles
and used in eq 7 to calculate E’, is reported in Figure 4 for the
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Figure 4. Time course of the difference between the perturbed
ground-state electronic energy of the reduced and oxidized chemical
states calculated from the reduced (a) and oxidized (b) cyt ¢
simulation and used in eqs 4—7 to evaluate the redox thermodynamics.
The first 10 ns of each simulation were removed for the
thermodynamic analysis.

two ensembles. The computed E° values were 4.868 + 0.016
and 4.573 + 0.013 V in the reduced and oxidized ensembles,
respectively, providing a mean E° value of 4.720 + 0.014 V
(details on the accuracy of the computed E° values are provided
in the Theory Section of the SI).

The comparison between the calculated and experimental
reduction potentials shows a very good agreement (see Figure
5). In fact, the calculated value is not significantly different from
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Figure S. Calculated and experimental free energy (black), enthalpy/
energy (gray), and entropy (striped) changes upon reduction at 298 K.
Computed values: —AA"/F = 4720 + 0.014 V, —AU°/F = 4.687 +
0.009 V, and TAS®/F = 0.033 + 0.016 V. Experimental values: —AG"/
F = 4711 + 0.002 V, —AH’/F = 4.831 + 0.009 V, and TAS"/F =
—0.120 + 0.006 V. Errors reported throughout the article correspond
to the standard error as obtained by considering four independent MD
trajectories (two of the reduced cyt c and two of the oxidized cyt c) in
the PMM calculations and five independent measurements in the
experiments (details on the error calculations are given in the
Evaluation of the Standard Errors Section of the SI).

the experimental one (4.720 + 0.014 vs 4.711 + 0.002 V,
respectively). Such an agreement is remarkable if we consider
that the theoretical approach used here does not rely on any
adjustable, empirical parameter (see Theory Section in the SI).
Clearly, the agreement also depends on the choice of the
absolute potential for SHE to be used in the experimental
determination of E°, for which several different estimates are
present in literature.>' ~>° Nevertheless, computed and
experimental values would still be very close (4.720 + 0.014
vs 4.731 + 0.002 V, respectively) if the IUPAC formerly
recommended value of 4.440 V>® was used instead of the
currently recommended one. The energetic (enthalpic) and
entropic contributions to the reduction potential can also be
computed and compared to the experimental values. Partition
of the total free energy change into these two contributions is
an extremely powerful tool to investigate the molecular
determinants of the reduction thermodynamics.*”*® Calculated
and measured energetic (enthalpic) and entropic contributions,
shown in Figure S, are also in good agreement. Clearly, the
energetic (enthalpic) term prevails over the entropic one,
favoring the reduction process.

The good agreement between experimental and computed
results provides evidence of the reliability of the theoretical
approach used for the calculation of the redox thermodynamics
in protein. In particular, it indirectly shows the goodness of the
simulations and thereby the robustness of the estimates of
quantities which are not experimentally available (see next
section). Moreover, given the rather small statistical errors on
the computed quantities (~10—-20 mV), the PMM/MD
approach may be potentially useful in carrying out predictive
studies on different classes of cytochromes, which show
variations in the reduction potential on the order of ~#100 mV.

dx.doi.org/10.1021/ja3030356 | J. Am. Chem. Soc. 2012, 134, 13670—13678
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Effects of Cavity Opening on the Reduction Potential.
The data reported in Figures 1 and 2 showed that the opening
of the cavities allows water access inside the protein matrix. In
particular, as cavities A and B face outer-propionate 6 and
inner-propionate 7, respectively, their selective opening lead to
an increase in the number of solvent molecules in the proximity
of the carboxylate group of the corresponding propionate. To
investigate possible effects on the reduction potential of
changes in the hydration of each propionate, resulting from
the opening of the corresponding cavity, the following
procedure was used. For each cavity the PMM calculations
were carried out on two subpopulations characterized by
configurations with the propionate either dehydrated or
hydrated, i.e., either 0 or 1—4 water molecules, respectively,
are present within 0.35 nm of the carbon atom of the
carboxylate group. The reduction potential E° is higher in the
state in which the propionate is hydrated relative to the state in
which the propionate is dehydrated, the change in E° being AE°
= +44 = 9 mV and +47 + 8 mV for propionate 6 and 7,
respectively (see Figure 6). Therefore, solvent access through

AE° = +47 mV

CAVITY B
PROPIONATE 7

CAVITY A
PROPIONATE 6

Figure 6. Changes in the reduction potential of cyt ¢ upon solvent
access to the heme crevice. Shift of the reduction potential, AE’,
between the conformational state in which one or more water
molecules resides in the first hydration shell of propionate 6 (for cavity
A, left) or 7 (for cavity B, right) and in the state in which the
corresponding propionate is dehydrated. AE® is computed by
averaging the AE’ values evaluated in the reduced and oxidized
ensembles. The standard errors on the AE° for cavity A and B are +9
and +8 mV, respectively.

the cavities in proximity of the heme carboxylate groups leads
to a selective stabilization of the reduced heme, most probably
because of a partial shielding of the negative charges on the
propionates exerted by the water molecules.

This finding is only apparently in contrast with previous
works®”*® reporting on the decrease of the iron reduction
potential as a consequence of the increase in exposure of the
heme center to solvent. In fact, it is known that an increase in
the solvent accessibility to the whole heme group leads to a
stabilization of the oxidized form, as the more polar
environment tends to favor Fe** over Fe?'. Here, we are
focusing on the effect of water on the negatively charged
propionate groups only. Charge withdrawal from their
carboxylic ends is known to lead to a stabilization of the
reduced heme,** ! in agreement with our results. Moreover,
the changes in the reduction potential that we observe as a
function of water access to the heme propionates are consistent
with experimental evidence concerning both the magnitude and
sign of the observed variations. For example, the reduction
potential for the NS2I mutant of yeast cyt ¢ is 58 mV more
negative than that of the wild-type (WT) protein.*>
Comparison of the X-ray structures of the WT ¢ and its

NS2I mutant reveals that, while the overall fold is not affected
by the mutation, the so-called catalytic water molecule, located
close to the outer propionate in the WT species, is missing in
the structure of the mutant. Hence, the loss of a water molecule
close to one of the propionates in the X-ray structure of the
NS52I mutant, resulting in an E° drop of —58 mV relative to the
WT form, is in agreement with our findings. Finally, the
conserved loop shielding the propionates from solvent was
proposed to be one of the main determinants of the ET
functionality of mithocondrial cytochromes ¢***° and muta-
tions of residues on this loop result in significant changes in E°.

B CONCLUSIONS

The present work investigates the dynamic protein—solvent
interplay and its effects on functional properties, namely the
reduction potential, in yeast cyt c. By means of a computational
approach, tested against CV measurements, we show that cyt ¢
switches between conformational states, accessible by thermal
fluctuations, which are characterized by higher or lower levels of
heme hydration, as a consequence of transient opening of
solvent accessible cavities. Water molecules entering the protein
matrix through these cavities can reach the heme propionates,
causing a shift in the reduction potential E° of the Fe"/Fe>"
couple of about 50 mV toward more positive values.

Dynamic sampling of non-native states, as detected here,
could have hardly been provided with the experimental tools
currently available. This is due to the fact that the investigation
of non-native, high-energy states are extremely challenging
because most experimental techniques are dominated by signals
associated with the predominantly populated native states.
Nevertheless, our findings are supported by, and in some cases
also help to explain, a number of experimental observations.
The formation of solvent accessible channels is supported by
hydrogen-exchange experiments®® and investigation of the
catalytic activity of cyt ¢,”” while the magnitude and sign of the
changes in E° upon hydration of the propionates are in
agreement with structural and electrochemical data available for
cyt ¢ mutants.*>%

Our hypothesis is that these variations in the reduction
potential might act as a mechanism of fine-tuning of E° for
facilitating electron exchange events. For example, the kinetics
of the ET process between cyt ¢ and its physiological partners,
that are known to be affected by the difference between their
reduction potentials,’ might be sped up by dynamical
processes enabling transient, solvent-driven modulation of E°,
such as those observed here. One of the most thoroughly
characterized interactions between cyt ¢ and a phgfsiological
partner is that with cytochrome ¢ peroxidase (CcP),®” which is
considered a paradigmatic case for biological ET. The structure
of the complex between cyt ¢ and CcP was obtained both by X-
ray crystallography®® and NMR.® Within the cells, cyt ¢
transfers electrons to CcP when the two partners bind to form
the short-time complex: transient shift of the reduction
potential of cyt ¢ toward more negative value would stabilize
its oxidized form and therefore speed up the ET process. The
comparison between the X-ray structures of cyt ¢ bound to CcP
with that of cyt ¢ alone reveals a striking difference in the heme
hydration: In the absence of the ET partner CcP, cyt ¢ features
two water molecules close to the inner propionate, while
analysis of the structure of cyt ¢ bound to CcP reveals that one
of these two molecules is no longer present. How, and why,
should a highly conserved water molecule leave its position
close to propionate 7 upon binding to CcP? We believe that the
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opening of a solvent accessible channel facing the inner
propionate (as for example cavity B) could provide a way out
for the water molecule. Moreover, according to our results,
showing that an increase in the hydration of the propionates
shifts the E° of the protein toward more positive values, it is
conceivable to believe that the loss of this water molecule may
serve as a tool to transiently adjust the reduction potential of
cyt ¢ toward more negative values, thus stabilizing its oxidized
form and enhancing the ET rate. We therefore suggest that the
water cavities presented here, the opening and closing
mechanisms of which involve omega loops facing the heme
propionates, could be a tool developed by cyt ¢ for dynamic,
controlled exposure of the heme to the solvent yielding a
transient fine-tuning of its reduction potential.

B METHODS

Protein Production and Electrochemical Measurements.
WT recombinant untrimethylated S. cerevisiae iso-1-cyt ¢ was expressed
in Escherichia coli and purified following the procedure described
elsewhere.”® CV experiments were carried out at different scan rates
(0.02—1 Vs7!) and temperatures (283—308 K) at pH = 7.0, using a
cell for small volume samples (0.5 mL) under argon and a
polycrystalline gold disk functionalized with 4-mercaptopyridine as
the working electrode. The reduction potentials E° for cyt ¢ were
evaluated from the average of the anodic and cathodic peak potentials.
E° was determined at different ionic strength values in order to
extrapolate the value at null ionic strength, ie., corresponding to
infinitely diluted reactants and products, which is the reduction
potential under consideration in the present work. More details
concerning the electrochemical investigations can be found in the SIL

B COMPUTATIONAL METHODS

MD simulations. The starting coordinates for the MD simulations
of reduced and oxidized cyt ¢ were taken from the crystal structures of
the yeast iso-1-cyt ¢ (pdb code 1YCC and 2YCC, respectively). The
protein was put at the center of a dodecahedron box (volume = 107
nm®) filled with 2942 single point charge (SPC)”" water molecules and
4 chloride ions. A standard protocol was adopted for initiating the
simulations. Following a mechanical solute optimization and
subsequent solvent relaxation, the system was gradually heated from
50 to 298 K using short (20 ps) MD simulations. The trajectories were
then propagated for 200 ns at 300 K in a NVT ensemble using an
integration step of 2.0 fs. All bond lengths were constrained using the
LINCS algorithm,”* and the temperature was kept constant by the
isokinetic temperature coupling. 3 Long-range electrostatics was
computed by the particle mesh Ewald (PME) method”* with a grid
spacing of 0.12 nm combined with a fourth-order cubic interpolation.
A real-space cutoff of 1.0 nm was used, and pair list was updated every
five integration steps. The Gromos96 (53a6 version) force field
parameters’> were adopted for the protein and the heme in its reduced
form. The atomic partial charges for the oxidized heme and the
missing parameters describing axial and covalent links between the
protein and the heme were parametrized using quantum chemical
calculations (details are given in the Theory Section of the SI). For
both the reduced and oxidized forms of cyt ¢, a second independent
trajectory of 200 ns was performed to be used for evaluating the
statistical errors on the thermodynamic properties. For the analysis the
first 10 ns of each simulation were removed. All simulations were
carried out using the Gromacs software.”®

Quantum Chemical Calculations. In order to apply the PMM/
MD procedure for the calculation of the redox properties (see below)
it is first necessary to preselect the QC, ie. the subportion of the
simulated system to be treated explicitly at the electronic level. In the
present case the atoms of the prosthetic group and of the side chains
of the axial ligands, ie, one histidine and one methionine, were
selected as QC (details on the choice of the QC are given in the
Theory Section of the SI).

For obtaining the unperturbed ground-state energies and related
properties to be used in the PMM procedure, quantum chemical
calculations were performed on the isolated QC for both redox states
of the QC, i.e., with the iron(II) and iron(III), at the time-dependent
density functional theory (TD-DFT) level with Becke’s three
parameters exchange and Lee, Yang, and Parr correlation functionals
(B3LYP). The atomic basis sets were as follows: (i) for the iron atom
we used the LANL2DZ effective core potential for the inner electrons
and a double Gaussian basis set of (5S,5P,5D)/[3S,3P,2D] quality for
the valence electrons;’” (ii) for the hydrogen, carbon, nitrogen,
oxygen, and sulfur atoms we used a standard 6-31+G(d)”® Gaussian
basis set. The first 12 unperturbed excited electronic (vertical) states
were obtained on the ground-state geometry using TD-DFT
calculations. Although in general this level of theory might not
provide a fully correct description of electronic excited states, in the
case of the heme group it has already proved to represent a _good
compromise between computational costs and chemical accuracy.” All
quantum chemical calculations were carried out using the Gaussian03
package.®

Structural Analysis. The program CASTp®' was used to identify
the presence of cavities connecting the heme pocket to the solvent and
the residues defining the given cavity, in the MD simulations. In
particular, 200 structures extracted every 1 ns along the 200 ns long
simulation of the reduced cyt ¢ were utilized. Analysis of the oxidized
cyt ¢ simulation revealed a similar pattern of cavities as in the reduced
ensemble. The distances between the C, atoms of residues 50 and 77
and the C, atoms of residues 31 and 43 were taken to define if cavity A
and B, respectively, are in a closed (distance < cutoff) or open
(distance > cutoff) conformation. The cutoff values (0.62 and 0.65 nm
for cavity A and B, respectively) were chosen from the probability
density profile plotted as a function of the C,—C, distance and by
taking as the cutoff value the distance at which the profile exhibits a
local minimum between the two main peaks. Each cavity was
approximated, frame by frame, with the ellipsoid that fits best the
atoms defining the cavity, i.e., the C, atoms of the residues identified
by the program CASTp and the C atom of the carboxylate group of
the propionate facing the cavity, in order to determine the number of
water molecules residing inside; a water molecule is considered to
occupy the cavity if its center of mass lies within the ellipsoid. The
PCA, also called essential dynamics analysis,*"** was applied to all
atoms of a given cavity, using all structures generated in the reduced
and oxidized cyt c trajectories, to analyze the motions involved in the
opening/closing processes. Here, for each cavity the first eigenvector,
ie., the one with the highest eigenvalue, was found to accurately
describe opening/closing motions as it clearly involves backbone
movements, rather than single side chain displacements. The first
eigenvector captures 27% and 43% of the motion for cavities A and B,
respectively.

Redox Potentials. In the present paper we consider cyt ¢ redox
thermodynamics at 298 K at infinite dilution conditions in both the
experimental and theoretical/computational evaluations. Experimen-
tally, the (Gibbs) free energy change (AG®) associated to the isobaric
Fe™ + e~ — Fe*” semireaction was evaluated as

AG’ = AGc())x—>red = —FE’ (1)

In the above equation E° is the reduction potential of the given
semireaction, i.e., a value of 4420 V for the hydrogen semireaction™!
was added to the reduction potential vs SHE measured in the
experiments (0.291 V vs SHE). The entropic and enthalpic
contributions to AG® were determined from variable-temperature
CV experiments (details are given in the Electrochemical Measure-
ments Section of the SI). The entropy for reduction of the oxidized
protein (AS’) was determined from the slope of the plot of E° vs
temperature, which turned out to be linear under the assumption that
AS’ is constant over the limited temperature range investigated:

AS® = As,)

ox—re

1 = nF(3E°/T) (2)
The AH° value was then obtained as
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AH® = AH? _ 4= AG® + TAS® (3)

ox—red —

In the PMM/MD calculations'® > the thermodynamic changes
were evaluated at fixed volume rather than at fixed pressure. While the
Gibbs and Helmholtz free energy changes upon reduction coincide
when evaluated at fixed pressure or volume, respectively (i.e.
providing the chemical potential variation), the computed energy/
entropy changes are fully equivalent to the experimental enthalpy/
entropy changes only if the partial molar volume of the protein does
not change significantly upon reduction/oxidation. Given that cyt ¢
exhibits, as expected, a tiny volume change during electron transfer,®
we expect differences between the experimental enthalpy/entropy and
the computed internal energy/entropy due to partial molar volume
changes to be negligible, i.e., within the noise.

The (Helmholtz) free energy (AA®), internal energy (AU®), and
entropy (AS®) changes upon reduction were calculated using the
following equations (AA° is related to the reduction potential via E° =
—AA°/F) (details are given in the Theory Section of the SI):

AAO = AA(())X—>red
~ _kBT1n<e*/5A&'owred>0x — kBT1n<e/}A£ox4>red>red (4)
1
AU’ = AUY g = —((Ag, + (Ag
ox—red 9 (( ox%red)ox < ox—red red) (5)
AU® — AA
AS*=AS | = — 2
ox—red T (6)

In the above equations A€, g = €oq — Eop With €4 and &,
representing the perturbed ground-state electronic energy of the
reduced (red) and oxidized (ox) chemical states, respectively. At each
MD frame, €4 and €, are evaluated via the PMM approach, i.e., by
diagonalizing at each MD frame the perturbed Hamiltonian matrices
of the reduced and oxidized QC, respectively (details of the PMM
procedure are given in the Theory Section of the SI), and the
averaging is performed in the reduced or oxidized ensemble as
indicated by the angle brackets subscript. Although eq 4 is based on in
principle an exact relation, given the sampling problems of finite-time
simulations, the best estimate of the reduction free energy is obtained
by averaging the values provided by the reduced and oxidized
ensembles: "

o —kgTIn(e?oonty 4 kg Tinge ooy
ox—red = 2 (7)

Concerning the internal energy and entropy changes provided by
eqs S and 6, these are only approximations based on a relevant
assumption (see the Theory Section in the SI) hence implying that,
differently from the AA° estimate, AU’ and AS° may be affected by
significant systematic errors.
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